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Executive Summary


The Local Area Augmentation System (LAAS XE "LAAS:  Local Area Augmentation System" ) Test and Evaluation (T&E XE "T&E:  Test and Evaluation" ) sub-team, under the direction of the Navigation Branch in the Engineering Development Services Division under the Advanced Concepts and Technology Development Office at the FAA Technical Center provides this LAAS Performance Analysis/Activities Report (LPAR XE "LPAR:  LAAS Performance Analysis Report" ). This quarterly report is the seventeenth such document, and for this reporting period utilizes the FAA’s LAAS Test Prototype (LTP XE "LTP:  LAAS Test Prototype" ) and our Ground Based Performance Monitors (GBPM) for performance characteristics. Major LAAS related research and testing activities for the reporting period are included in summary form to provide a brief snapshot of LAAS Technical Center program directives, and related technical progress.

The LTP and the GBPM are the FAA’s primary LAAS Research and Development (R&D XE "R&D:  Research and Development" ) tools and are used to characterize and test performance of a typical LAAS installation in an operational airport environment. The LTP is a government-owned suite of equipment located on the Air Operations Area ( XE "AOA:  Air Operations Area" AOA) of the FAA William J Hughes Technical Center at the Atlantic City International Airport (ACY XE "ACY:  Atlantic City International Airport" ). The LTP is continually operational and is used for flight-testing, in addition to data collection and analysis summarized in this report. As an FAA test system, the LTP is utilized in limited modified configurations for various test and evaluation activities. This system is capable of excluding any single non-standard reference station configuration from the corrections broadcast. The performance reporting of the system is represented only from LAAS standard operating configurations. Special configurations and maintenance details are included in a separate section within this report.
There are currently six GBPM’s in use, and are located in Newark NJ, Houston TX, Memphis TN, Rio de Janeiro Brazil, and two here at Atlantic City NJ. The GBPM is used to monitor integrity, accuracy, availability, and continuity of the LTP and Honeywell’s SLS-4000 systems. It is continuously collecting data in 24-hour intervals at a rate of five hertz from its corresponding ground station and GPS receiver. From here, one can process the data for further performance monitoring, replay the data to reconstruct output files, or refer to the live monitor webpage for one minute interval updates (http://laas.tc.faa.gov).
Table 1 summarizes observations of the major performance parameters used as a representation of accuracy and integrity for this reporting period.

	Parameter
	Maximum Observation (m)
	Minimum Observation (m)

	Vertical Protection Level (VPL)
	3.212
	1.507

	Horizontal Protection Level (HPL)
	2.961
	1.156

	Clock Error
	0.223
	10.842

	Dilution of Precision 

VDOP

HDOP
	2.138
1.499
	0.891
0.683


Table 1: Key Performance Summary

Table of Contents
2Executive Summary


51.
Introduction


62.
GBAS Overview


62.1   GBAS Operational Overview


83.
GPS Constellation from ACY


83.1 
SV Availability Plot


83.2 
SV Elevation Plot


93.3 
Notice Advisory to Navstar Users (NANUs)


114.
LTP Configuration and Performance Monitoring


114.1 
Processing Station


114.1.1
Processing Station Hardware


114.1.2
Processing Station Software


124.2
Reference Stations


134.2.1
The BAE ARL-1900 GNSS Multi-Path Limiting Antenna (MLA)


134.3 
Multi-Mode Receiver (MMR) Monitoring Station


155.
Ground Based Performance Monitor (GBPM)


165.1
GBPM Data Results Plots


186.
Overall Maintenance, Updates, and Repairs


197.
System Availability and Events of Interest


197.1 
Failures and Forced Events


197.2 
Significant Weather and Other Environmental Events


208.
GBAS Performance and Performance Type


208.1   Performance Parameters and Related Requirements Overview


218.1.1
VDOP and HDOP


218.1.2
Clock Error


218.1.3
Code-Minus Carrier (CMC) and Reference Segment Status


228.1.4 
GBPM Station Data Plots


238.2   Performance Analysis Reporting Method


238.3    Reporting Period Performance Summary


249.
LTP Performance Plots


249.1
October 2011 Performance Plots for Reference 1


299.2    November 2011 Performance Plots for Reference 1


349.3 December 2011 Performance Plots with LPAR and Reference 1


4210.
Monitor Performance Plots


4210.1 ACY LTP Performance Plots


4310.2 ACY SLS-4000 Performance Plots


4410.3 EWR Performance Plots


4510.4 Brazil Performance Plots


4611.
Research, Development, and Testing Activities


4611.1 International GBAS Working Group Held


4611.2 Honeywell Integrated Navigation Radio (INR) Contract Phases and Status


4611.1.3
INR Progress


4711.3 EWR Field Testing


4811.4 Ionosphere Testing


5212.
Glossary of Terms


5413.
Index of Tables and Figures


5514.
Key Contributors and Acknowledgements




1. Introduction

The FAA is actively involved in the development of LAAS (internationally known as Ground Based Augmentation System or GBAS) performance requirements and architecture, and maintains a LAAS Test Prototype (LTP) to evaluate new concepts and resulting performance benefits. The GBAS T&E team utilizes a number of tools and methods to analyze system performance. These tools include a raw data analysis technique known as Code Minus Carrier (CMC XE "CMC:  Code Minus Carrier" ), to closely observe errors down to a single Satellite Vehicle (SV XE "SV:  Satellite Vehicle" ) on a single Reference Receiver (RR XE "RR:  Reference Receiver" ). Additional system level techniques are mature enough to display key system performance parameters in real time. The GBAS T&E team has adapted the GBAS software to actively gather these key parameters for the data plots to be presented in this report.
Objectives of this report are:

a) To briefly introduce GBAS concepts and benefits.

b) To provide a LTP (LAAS Test Prototype) system level overview to aid in comprehension for persons unfamiliar with the material.

c) To present Global Positioning System (GPS XE "GPS:  Global Positioning System" ) constellation, and SV availability at ACY, and any unfavorable bearing on overall system performance.

d) To document GBAS related R&D, testing, and maintenance activities.

e) To present the GBAS system’s ability to augment GPS by characterizing key performance parameters.

f) To provide a key performance summary and complete performance plots.

Figure 1 is an aerial view of the FAA’s LTP taken during a GBAS flight test. This valuable FAA R&D tool provides a valid representation of an actual GBAS installation in an operational airport environment. The major system sites are identified.
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Figure 1: Aerial of LTP at ACY
2. GBAS Overview

This section is provided for persons unfamiliar with GBAS concepts and components. This brief overview is intended solely as an introduction.  

A GBAS is essentially a precision area navigation system with its primary function being a precision landing system. The GBAS provides this capability by augmenting the Global Positioning System (GPS) with real-time broadcasted differential corrections.

2.1   GBAS Operational Overview

A Local Area Augmentation System (LAAS) ground facility (LGF) includes four GPS Reference Receivers (RR), four RR antenna (RRA XE "RRA:  Reference Receiver Antenna" ) pairs, and a Very High Frequency (VHF XE "VHF:  Very High Frequency" ) Data Broadcast (VDB XE "VDB:  VHF Data Broadcast" ) Transmitter Unit (VTU XE "VTU:  VDB Transmitter Unit" ) feeding an Elliptically Polarized VDB antenna. These sets of equipment are installed on the airport property where a GBAS is intended to provide service. The LGF receives, decodes, and monitors GPS satellite pseudorange information and produces pseudorange correction (PRC XE "PRC:  Pseudorange Correction" ) messages. To compute corrections, the ground facility compares each pseudorange measurement to the range measurement based on the survey location of the given RRA.

Once the corrections are computed, integrity checks are performed on the generated correction messages to ensure that the messages will not produce misleading information for the users. This correction message, along with required integrity parameters and approach path information, is then sent to the airborne GBAS user(s) using the VDB from the ground-based transmitter. The integrity checks and broadcast parameters are based on the LGF Specification, FAA-E-2937A, and RTCA DO-253C (Airborne LAAS Minimum Operational Performance Standards or MOPS).

Airborne GBAS users receive the broadcast data and use it to compute standardized integrity results. When tuning the GBAS, the user also receives the design path for navigation with integrity assured. The GBAS receiver applies corrections to GPS measurements, and then computes ILS-like deviations relative to the uplinked path providing guidance to the pilot. Airborne integrity checks compare protection levels, computed via the integrity parameters, to alert levels. Predetermined error budget for the design procedures for Cat I approval, the horizontal protection level is 40m and the vertical is 10m at the Cat 1 decision height of 200m. If at any time the protection levels exceed the alert limits, calculated deviations are flagged and the approach becomes unavailable. With the current constellation horizontal protection levels are typically 2.3m and vertical protection levels are typically < 5m. With resulting availability of 100 percent.
One key benefit of the GBAS, in contrast to traditional terrestrial navigation and landing systems (i.e. ILS, MLS, TLS, etc.), is that a single GBAS system can provide precision guidance to multiple runway ends, and users, simultaneously. Only the local RF environment limits this multiple runway capability. Where RF blockages exist, Auxiliary VDB Units (AVU) and antennas can be added to provide service to the additional runways.
Figure 2 is provided as an illustration of GBAS operation with major subsystems, ranging sources, and aircraft user(s) represented.
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Figure 2: GBAS Simplified Architecture Diagram

This Area Intentionally Left Blank

3. GPS Constellation from ACY

Satellite Vehicle (SV) availability and constellation geometry have an impact on overall GBAS system performance. This section provides a snapshot of the expected constellation for the reporting period. GPS Notice Advisory to Navstar Users (NANUs XE "NANU:  NavStar User" ) are known SV outage events that are excluded from these plots, but are included at the end of this section.

3.1 
SV Availability Plot

ACY has a fairly robust available constellation expected throughout most of the sidereal day with limited periods where the observable SVs are forecasted to drop below eight.
Figure 3 is an SV availability graph representative of the reporting period. The graph does not account for any NANUs following the generation of the plot. It also does not include any WAAS geo-stationary satellites. 
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Figure 3: SV Availability at ACY (via LTP Monitor Station) – 11/1/11 
3.2 
SV Elevation Plot

SV positions and the resulting constellation geometry have a bearing on the overall LTP performance. Unfavorable GPS constellations are rare occurrences, but a prediction model of ranging source geometry, and record keeping is important for long-term data collection and performance evaluation efforts. The geometry effects are generally minor, and are further minimized with the advent of the BAE systems ARL-1900 Global Navigation Satellite System (GNSS) Multi-Path Limiting Antenna (MLA XE "IMLA:  Integrated Multi-Path Limiting Antenna" ). Section 4.2.1 outlines the capabilities of this relatively new DGPS quality equipment in greater detail.

Figure 4 is an SV elevation graph representative of the reporting period. The graph does not account for any NANUs following the generation of the plot. The graphic also does not include the WAAS SV(s).
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Figure 4: SV Elevations at ACY

3.3 
Notice Advisory to Navstar Users (NANUs)

The GPS constellation is designed to provide adequate coverage for the continental United States for the majority of the sidereal day. A NANU is a forecasted or reported event of GPS SV outages, and could cause concern if the SV outage(s) affects the minimum required SV availability, or creates an insufficient geometry to raise the protection levels above the alert limits. See Table 2 below for a list of NANU types.
NANUs that caused an interruption in service where Alert Limits are exceeded will be highlighted within the NANU summary (see Table 3). Although such an interruption is unlikely, the GBAS T&E team closely tracks the NANUs in the event that post-data processing reveals a rise in key performance parameters. Any highlighted NANUs will include additional data plots, and accompanying narrative in the “Performance Summary” section.
	NANU Acronym
	NANU Type
	Description

	FCSTDV
	Forecast Delta-V
	Satellite Vehicle is moved during this maintenance

	FCSTMX
	Forecast Maintenance
	Scheduled outage time for Ion Pump Ops / software testing

	FCSTEXTD
	Forecast Extension
	Extends a referenced “Until Further Notice” NANU

	FCSTSUMM
	Forecast Summary
	Gives exact time of a referenced NANU

	FCSTCANC
	Forecast Cancellation
	Cancels a referenced NANU

	FCSTRESCD
	Forecast Rescheduled
	Reschedules a referenced NANU

	UNUSUFN
	Unusable Until Further Notice
	Unusable until further notice

	UNUSABLE
	Unusable
	Closes an UNUSUFN NANU with exact outage times

	UNUNOREF
	Unusable with No Reference NANU
	Resolved before UNUSUFN could be issued

	USABINIT
	Initially Usable
	Set healthy for the first time

	LEAPSEC
	Leap Second
	Impending leap second

	GENERAL
	General Message
	General GPS information


Table 2: NANU Types and Definitions
	NANU
	TYPE
	PRN
	Start Date
	Start Time (UTC)
	End Date
	End Time (UTC)

	2011084
	UNUSABLE
	08
	09/30/11
	02:27
	10/03/11
	18:14

	2011085
	USABINIT
	01
	10/14/11
	19:53
	N/A
	N/A

	2011086
	FCSTMX
	06
	11/09/11
	15:00
	11/10/11
	03:00

	2011087
	FCSTMX
	04
	11/10/11
	14:30
	11/11/11
	02:30

	2011089
	FCSTSUMM
	06
	11/09/11
	15:26
	11/09/11
	19:58

	2011090
	FCSTSUMM
	04
	11/10/11
	03:14
	11/10/11
	19:21

	2011091
	FCSTDV
	32
	11/18/11
	01:45
	11/18/11
	13:45

	2011092
	FCSTSUMM
	32
	11/18/11
	02:02
	11/18/11
	07:29

	2011093
	FCSTDV
	31
	11/23/11
	02:30
	11/23/11
	14:30

	2011094
	FCSTSUMM
	31
	11/23/11
	02:42
	11/23/11
	09:35

	2011095
	FCSTVD
	20
	11/30/11
	01:15
	11/30/11
	13:15

	2011096
	FCSTVD
	05
	12/02/11
	02:30
	12/02/11
	14:30

	2011097
	FCSTSUMM
	20
	11/30/11
	01:51
	11/30/11
	07:17

	2011098
	FCSTDV
	30
	12/04/11
	21:00
	12/13/11
	22:00

	2011099
	FCSTSUMM
	05
	12/02/11
	03:04
	12/02/11
	08:57

	2011100
	FCSTDV
	25
	12/15/11
	15:00
	12/16/11
	03:00

	2011102
	FCSTSUMM
	30
	12/04/11
	21:55
	12/13/11
	21:20

	2011103
	FCSTMX
	25
	12/19/11
	15:00
	12/20/11
	15:00

	2011104
	FCSTSUMM
	25
	12/15/11
	15:45
	12/15/11
	22:30

	2011105
	USABINIT
	27
	12/16/11
	22:38
	N/A
	N/A

	2011106
	FCSTSUMM
	25
	12/19/11
	15:20
	12/20/11
	05:10


Table 3: NANU Summary
4. LTP Configuration and Performance Monitoring

This section provides a description of the LTP system, monitoring, and testing configurations in terms of hardware and software for the reporting period. Because the LTP is the FAA’s primary R&D tool for GBAS these sections could vary somewhat between reporting periods. The majority of these changes will likely first emerge in the final sections of this report.

4.1 
Processing Station

The LTP Processing Station is a complex collection of hardware and related interfaces driven by a custom software program. The processing station hardware and software operations are described in this section.

4.1.1
Processing Station Hardware

The Processing Station (or processing station) consists of an industrialized Central Processing Unit (CPU XE "CPU:  Central Processing Unit" ) configured with QNX (a UNIX type real time OS). It then collects raw reference station GPS data messages, while processing the data live. It also collects debugging files and special ASCII files utilized to generate the plots found in this report. These collected files are used for component and system level performance and simulation post processing.
The CPU is also configured with a serial card that communicates in real time with the four reference stations through a Lantronix UDS2100 serial to Ethernet converter. The reference stations continuously output raw GPS messages to the CPU at a frequency of 2 Hz. Data to and from the reference station fiber lines is run through media converters (fiber to/from copper). The CPU then generates the GBAS corrections and integrity information and outputs them to the VDB.

The VDB Transmitter Unit (VTU) is capable of output of 80 watts and employs a TDMA output structure that allows for the addition of auxiliary VDBs (up to three additional) on the same frequency for coverage to terrestrially or structure blocked areas. The LTP’s VTU is tuned to 112.125 MHz and its output is run through a band pass, and then through two cascaded tuned can filters. The filtered output is then fed to an elliptically polarized three bay VHF antenna capable of reliably broadcasting correction data the required 23 nautical miles (see Protection Level Maps at http://laas.tc.faa.gov for graphical representation).
Surge and back-up power protection is present on all active processing station components.

4.1.2
Processing Station Software

Ohio University (OU XE "OU:  Ohio University" ) originally developed the GBAS code through an FAA research grant. Once the code reached a minimum of maturity, OU tested and then furnished the code to the FAA (circa 1996). It was developed using the C programming language under the QNX operating system. QNX was chosen because of its high reliability and real-time processing capability. This LTP code has been maintained by the GBAS T&E team since that time and has undergone numerous updates to incorporate evolving requirements, such as the inclusion of Cat III.
The code stores the precise survey data of the four GBAS reference station antennas (all RRA segments). Type 1, 2, 4, and 11 messages are received via four GPS receivers. The program cycles through the serial buffers and checks for messages, if one is found it gets passed to a decoding function. From there it is parsed out to functions according to message type and the information from the messages will be extracted into local LTP variables. Once the system has received sufficient messages the satellite positions are calculated in relation to the individual reference receivers. Then the integrity and protection equations are processed and compared to the alert limits. Next the pseudorange corrections and position solution is calculated. Messages are then encoded and sent to the VDB via a RS-232 connection. Each of the four message types are encoded separately and sent according to DO-246D standards.

4.2
Reference Stations

There are four reference stations included in the FAA’s LTP as required in the GBAS specification. The LTP’s reference stations are identified as LAAS Test (LT XE "LT:  LAAS Test" ) sites; there were originally five LT sites (LT1 through LT5), excluding 4. LT4 was originally used for the L1/L2 site (See Figure 1).
Each reference station consists of two major component systems. The first is a high quality, GNSS antenna (ARL-1900) developed by BAE Systems. The second is the reference receiver and transmit system.
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Figure 5: The BAE GNSS Multi-Path Limiting Antenna (MLA)
4.2.1
The BAE ARL-1900 GNSS Multi-Path Limiting Antenna (MLA)

The BAE Systems ARL-1900 (see Figure 5) is an innovative, single feed, GNSS antenna that is approximately 6 feet high, and weighs approximately 35 pounds. The receiving elements are configured in an array, and when combined allow reception of the entire GNSS (Global Navigation Satellite System) band. This antenna is also capable of the high Multi-Path rejection as required by the LAAS specification.
Multi-Path is a phenomenon, which is common to all Radio Frequency (RF XE "RF:  Radio Frequency" ) signals, and is a particular concern in DGPS survey and navigation. It is simply a reflection of a primary signal that arrives at a user’s equipment at a later time, creating a delay signal that can distort the primary if the reflection is strong. The two major types are Reflected and Diffracted Multi-Path. Diffracted Multi-Path is the bending of a signal around the edges and corners of structures and other obstructions. Reflected Multi-Path is the bouncing of the signal on any number of objects including the local water table. Signals that bounce off the water table are often referred to as Ground-Bounce Multi-Path. In all cases the path length is increased. This path length is critical in GPS since the ranging is based on signal’s Time of Arrival (TOA XE "TOA:  Time Of Arrival" ). This causes a pseudorange error, for the SV being tracked, in the amount of the indirect signal’s additional path length. These Multi-Path induced pseudorange errors can translate directly into a differential GPS position solution, which would be detrimental to applications such as GBAS. Multi-Path limiting antennas, such as the BAE Systems ARL-1900, were therefore developed to address the Multi-Path threat to differential GPS and attenuate the ground Multi-Path reducing the distance.
The BAE antenna characteristics also mitigate specular reflections from objects. The antenna’s polarization (right hand circular polarized), provides a pattern advantage and reflective LHCP signals, which is left hand circular polarized. The BAE provides at least 23 dB of direct to indirect (up/down) pattern isolation above 5 degrees elevation.

4.3 
Multi-Mode Receiver (MMR) Monitoring Station
The GBPM station is a static ground based MMR system. The GBAS T&E team maintains an MMR on a precise surveyed GPS antenna to monitor ground station performance and to evaluate MMR software updates. The MMR drives a dedicated Course Deviation Indicator (CDI XE "CDI:  Course Deviation Indicator" ). The CDI is a cockpit instrument that indicates fly left/right and up/down information with respect to the intended flight path. The CDI should always be centered when the MMR is tuned to the virtual runway that coincides with the antenna’s survey position. Figure 6 is a representation of a typical FAA fabricated MMR test/flight user platform. The version of MMR firmware for this reporting period is Flight Change (FC) 31.
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Figure 6: MMR User Platform
This Area Intentionally Left Blank

5. Ground Based Performance Monitor (GBPM)
The Ground Based Performance Monitor (GBPM) is the primary performance monitoring tool for the LTP and the Honeywell SLS-4000 systems. The system uses VHF Data Broadcast (VDB) corrections from DGPS positioning of the LAAS Ground Facility (LGF), along with raw GPS data in order to compute the accurate position of the monitor station (Precision Surveyed GPS Antenna). The position calculated from this data is compared to the position of the precision-surveyed GBAS grade GPS antenna, which is used to identify miniscule positioning errors.
The Novatel OEM-V receivers log range and ephemeris messages, which provide the necessary pseudorange and carrier phase measurements, as well as satellite position information. From the VDB receiver we get VDL messages that are separated into each of the DO-246D GBAS message types and decoded.

There are six operational GBPMs that are currently deployed. They are located in Newark New Jersey, Memphis Tennessee, Rio de Janeiro Brazil, Houston Texas, and the original two are located on the  XE "AOA:  Air Operations Area" AOA of the FAA William J Hughes Technical Center at the Atlantic City International Airport (one to monitor the LTP and one to monitor the SLS-4000).
Figure 7 is one of the GBPM’s that was built by the Navigation Branch. Some of the major components include a retractable KVM to check the current status of the monitor, a CISCO router with a T1 line back to our lab at ACY for data collection and maintenance, a Power Distribution Unit (PDU) for a means remote access to bring power outlets back up if they become unresponsive, a Novatel GPS Receiver, a Becker VDB Receiver, a QNX CPU, and an uninterruptable power supply.
Data is collected in 24-hour intervals at 5Hz in a .raw file without interruption and is used to post evaluate system navigational performance. In addition to the raw file, every minute live data is transferred from each offsite monitor to the local database. Users can then access the data through an interactive website by means of tables, graphs, and maps hosted by the Navigation Branch at the FAA. The web address for this service is http://laas.tc.faa.gov.
This Area Intentionally Left Blank
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Figure 7: Ground Based Performance Monitor (GBPM)

5.1
GBPM Data Results Plots

Data results from the two primary monitoring stations are generated much in the same way as airborne data, minus any tracking or truthing system data. All GBPMs are paired with a precision surveyed GPS antenna, which serves as the reference point for all position related measurements during any given period.

Figure 8 below is an example of a typical GBPM data results plot. These plots are generated by our interactive website http://laas.tc.faa.gov, and represent key performance parameters from a GBAS user standpoint. Key user performance parameters include: Vertical and Horizontal Error (calculated position versus true position – Lat/Lon); calculated ECEF XYZ versus time (for 3D positional stability observation); and other levels and values for characterization and trouble-shooting purposes. Vertical and Horizontal Error versus time plots are often used for telltale observation of overall system performance.
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Figure 8: Example GBPM Plot - LTP Vertical Error
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6. Overall Maintenance, Updates, and Repairs

The LTP is an AOA-installed operational GBAS system and requires the same type of airport maintenance activities required for other AOA-installed systems, though it is not certified for operational use. The Navigation Branch has also installed multiple GBPM’s over the years to monitor our LTP and the SLS-4000 systems. Both the LTP and GBPM system’s components do falter on infrequent occasions and require replacement.

ACY LTP Maintenance

· Tree line cut back to reduce any multipath that may exist

· Since the last LPAR report, a Lantronix UDS2100 has been installed at the LTP to allow the GPS receiver to connect and communicate over an Ethernet connection

· Fiber temporarily repaired to LT 5

GBPM Maintenance

· Atlantic City, NJ (LTP Monitor)

· No significant updates to report at this time

· Atlantic City, NJ (SLS-4000 Monitor)

-     No significant updates to report at this time

· Newark, NJ

-     RR2 heights altered to mitigate RFI Interference

-     RR1 is in the process of being moved to also mitigate RFI Interference

· Rio de Janeiro, Brazil

-     No significant updates to report at this time

· Houston, Texas

-     Awaiting T1 completion
This Area Intentionally Left Blank

7. System Availability and Events of Interest

This section is reserved to highlight events that could have effects on system availability and/or can be observed in the data provided. The LTP, as a prototype experimental GBAS station, is not expected to meet availability requirements as defined in the specification documents. This section is included in this report as a running record, and as a placeholder for future reports, which may utilize systems other than the LTP as the subject GBAS system.

7.1 
Failures and Forced Events

This section highlights failure modes experienced during the reporting period. Being a prototype system, the LTP doesn’t employ all the backups and protections that would be incorporated into a fully compliant Category I GBAS. The LTP also utilizes some consumer grade hardware, which can contribute to certain failure modes.

A technical center scheduled annual power outage occurred during the Columbus Day weekend. From the 8th to the 10th of October 2011, the LTP system was brought offline to comply. The annual outage is required for service upgrades and repairs to be conducted without a significant negative impact of research activities.

7.2 
Significant Weather and Other Environmental Events

This section is reserved to highlight any environmental events that drove system performance to inflated or unacceptable levels or caused a system outage. Events of this type are rare but could include: solar flares, ionosphere storms, geomagnetic disturbances, and limited catastrophic weather events.

No significant weather or other environmental events for this reporting period.

This Area Intentionally Left Blank

8. GBAS Performance and Performance Type

The GPS Standard Positioning Service (SPS XE "SPS:  Standard Positioning Service" ), while accurate, is subject to error sources that degrade its positioning performance. These errors sources include ground bounce multi-path, ionospheric delay, and atmospheric (white) noise among others. The SPS is therefore insufficient to provide the required accuracy, integrity, continuity, and availability demands of precision approach and landing navigation. A differentially corrected positioning service, with short baselines to the user(s), is suitable to provide precision guidance.

The relatively short baselines between the user and the GBAS reference stations, and custom hardware and software, is what sets GBAS apart from WAAS. Use of special DGPS quality hardware such as employment of MLA’s serves to mitigate the multi-path problems, while the GBAS software monitors and corrects for the majority of the remaining errors providing the local user a precision position solution.

The LAAS Ground Facility (LGF) is required to monitor and transmit data for the calculation of protection parameters to the user. The GBAS specification also requires monitoring to mitigate Misleading Information (MI XE "MI:  Misleading Information" ) that can be utilized in the position solution. These requirements allow the GBAS to meet the accuracy, integrity, availability, and continuity required for precision approach and landing navigation.

There are three Performance Types (PT XE "PT:  Performance Type" ) defined within the LAAS Minimum Aviation System Performance Standards (MASPS XE "MASPS:  Minimum Aviation System Performance Standards" ). The three performance types, also known as Categories, (Cat I, and Cat II/III) all have the same parameters but with different quantity constraints. For the purposes of this report, the LTP assumes Cat I Alert Limits and hardware classification.

8.1   Performance Parameters and Related Requirements Overview

This section highlights the key parameters and related requirements used to depict GBAS system performance in this report. In order to provide the reader a clearer understanding of the plots provided, a little background is useful.

Cat I precision approach requirements for GBAS are often expressed in terms of Accuracy, Integrity, Availability, and Continuity. For clarity the use of these four terms, in the context of basic navigation, are briefly described below:

· Accuracy - is used to describe the correctness of the user position estimate that is being utilized.
· Integrity – is the ability of the system to generate a timely warning when system usage should be terminated.

· Availability - is used to describe the user’s ability to access the system with the defined Accuracy and Integrity.

· Continuity - is used to describe the probability that an approach procedure can be conducted, start to finish, without interruption.

8.1.1
VDOP and HDOP

Vertical and Horizontal Dilution of Precision (VDOP XE "VDOP:  Vertical Dilution of Precision"  and HDOP XE "HDOP:  Horizontal Dilution of Precision" ) parameters of the SPS are actively monitored since the GBAS is required to perform with a worse case constellation and geometry. VDOP/HDOP parameters are directly tied to constellation geometry, and when combined with pseudorange errors affect the SPS position estimate and time bias. Diverse constellation geometry will provide less dilution, while confined constellation geometry will drive dilution higher. What is ultimately diluted is the user’s uncorrected Vertical and Horizontal position estimate. Monitoring the VDOP and HDOP in the GBAS ground station gives a valid picture of what the user is experiencing and provides a quantity to the DOP components of error that is experienced prior to applying to a differential correction.

8.1.2
Clock Error

The average Clock Error is important to monitor since rapid changes in the ionosphere can drive the clock error to unusual levels. For the purposes of this report the clock error is presented solely to present a history of a typical clock error condition on a typical day. Clock error will invariably rise when the Total Electron Count (TEC XE "TEC:  Total Electron Count" ) of the ionosphere is high (day), and fall when the TEC is lower (night). The derived average system clock error is correctable and in general amounts to between 5 and 15 meters (between 0.166 and 0.550 nano-seconds). Much larger clock biases are tolerable as well. The reference receiver clock biases are largely removed from the pseudorange correction (PRC) before these corrections are sent to the airborne equipment. Each PRC measurement could contain a residual clock error that is not removed. The residual clock error is relatively small and complicated to accurately measure. Therefore an estimate of the PRC error (referred to as a B-Value XE "B-value:  An estimation of the pseudorange error" ) is calculated elsewhere in the system and is software monitored to actively exclude any single measurement(s) that exceeds a given threshold. Deviations from the cyclical and roughly sinusoidal shape and magnitude of the graph will likely indicate a disturbance that will prompt further investigating to see if other parameters were adversely affected. 

8.1.3
Code-Minus Carrier (CMC) and Reference Segment Status

(CMC)
 values are computed for each SV on each antenna segment (up to eight total, or two per reference). The initial CMC quantity is computed by converting the L1 Carrier phase into a range and subtracting it from the Code range (also known as the pseudorange). Additional processing is required to isolate the code Multi-Path and noise components, which include subtraction of the sample-mean to remove the carrier phase integer ambiguity. Further computation is required for the removal of the ionospheric delay. The ionospheric delay is computed from the L1/L2 carrier phase measurements obtained from the L1/L2 IONO station.

The CMC values have had the effect of ionospheric delay (as determined from the L1/L2 IONO antenna data) removed from it, and has been smoothed. The CMC value can therefore be considered error that is uncorrectable, and uncommon to the ground station and airborne user. This uncorrectable error consists primarily of Multi-Path, noise, and hardware biases. The error is minimized by custom GBAS hardware design and adherence to the siting requirements.
Due to the configuration and siting of the reference stations of the LTP the typical antenna segment error reported has a standard deviation trace residing in the 0.05-meter region. The CMC values and statistic plots are continually monitored to unsure minimum obtainable levels are maintained.

In order to observe overall system performance, the CMC, number of samples (NOS), and carrier-to-noise (C/No) ratio values from all four reference stations MLAs are averaged together so as to create a single representation of data/performance for all SVs, from the original four DGPS sensors (BAE MLA). C/No is critical to optimum reference receiver (RR) performance, and is closely monitored. The C/No is a density ratio, with units in dB-Hz, and is driven by the amount of total signal power that is permitted to enter two RF inputs of the RR. The GBAS T&E team maintains proper total input power through external attenuation the value of which is obtained by performing an AGC calibration. The NOS also serves as a representation RR performance and health. System level NOS for a given elevation bin is reasonably repeatable for a given GPS constellation. Marked changes in the NOS, without a constellation change, would prompt the GBAS T&E team to investigate and address the potential cause.

Depicted in this section are four ensemble (all data averaged and overlaid) plots that are generated using the data from all SVs over a 24-hour period. Carrier-to-noise versus time and elevation and CMC versus time and elevation, are made up of individual traces for each satellite overlaid atop one another. Also depicted are two statistics plots—mean and standard deviation of the CMC versus elevation bin and number of samples versus elevation bin, combine the data from all available SVs based on their elevation at the time the sample was recorded. Data is broken into 2-degree bins from 4 to 90 degrees.
The standard deviation of the CMC estimate of pseudorange error is compared to the Ground Accuracy Designator (GAD) “C”- curve. Any exceedance of the GAD C-curve at the specification required elevations is considered a performance deficiency. These deficiencies are repeatable and will not improve/degrade without human/environmental intervention. This is when the GBAS team inspects RR/RRA environment and hardware to address the problem.

There are CMC and antenna status sections presented in this report for each month of the reporting period. The CMC process that the GBAS T&E team has developed generates multiple system average plots, which include: CMC error, receiver status, and statistics plots, which are presented in the CMC sections.
The plot of CMC error magnitude versus azimuth/elevation value shows the performance of each satellite individually, with points on the plot color-coded to the maximum CMC value observed at a given azimuth/elevation pair. Referred to as the “Average Error Characterization Plot” these figures reveal much about the Multi-Path environment, and error a SV signal experiences on its path to the receiving element. Any increase in the average reported error indicates a possible problem with the system or environment, which would prompt immediate investigation.

8.1.4 
GBPM Station Data Plots

The real goal of any GBAS is to provide the user with a quality Signal In Space (SIS) which provides real time precision differential positioning out to the required maximum distance (aka Dmax) from a given runway end. The FAA’s LTP is no different and is held to Cat I standards for benchmark performance testing purposes. The FAA therefore operates a 24/7-performance field monitor termed the GBAS Ground Based Performance Monitor (GBPM), which is essentially an isolated GBAS user platform.

Analysis of GBPM data results are critical for closely observing the LTP’s performance behavior, and can also be used to characterize similar navaids such as a Joint Precision Approach and Landing System (JPALS) which is the military counterpart to GBAS. The GBPM data output package contains several telltale plots, which can quickly illustrate the overall performance picture of the GBAS under test. The most useful plots available for performance summary purposes are Vertical and Horizontal User Error versus Time. These two plots are often used for preview performance analysis because the “user” GPS sensor position is known and stationary. The known position (precision survey) of the GBPM GPS sensor is compared directly to the computed user position. Typical LTP Vertical and Horizontal User Error averages well within the +/- 1-meter range.

8.2   Performance Analysis Reporting Method 

For a given configuration the LTP’s 24-hour data sets repeat performance, with little variation, over finite periods. The GBAS T&E team can make that statement due to the continual processing of raw LTP data, and volume of legacy data that has been analyzed from the LTP by the FAA and academia. Constellation and environmental monitoring, in addition to active performance monitoring tools such as the web and lab resources provide the GBAS T&E team cues for closer investigation in the presence, or suspicion, of uncharacteristic performance.
Data sets from the LTP ground and monitoring stations are retrieved on a weekly basis and are processed immediately. A representative data-day can then be drawn from the week of data to be formally processed. The resultant performance plots could then serve as a snapshot of the LTP’s performance for the given week. These weekly plots are afterward compared to adjacent weeks to select a monthly representative set of plots.

8.3    Reporting Period Performance Summary 

This reporting period witnessed acceptable overall system performance, and well within Category I limits. The performance plots depicted typify historical performance for the current LTP configuration.
9. LTP Performance Plots

9.1 October 2011 Performance Plots for Reference 1
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9.2    November 2011 Performance Plots for Reference 1
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9.3 December 2011 Performance Plots with LPAR and Reference 1
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10. Monitor Performance Plots

Below are a few examples of the accuracy graphs available on http://laas.tc.faa.gov. Any additional information can be found at the above link.
10.1 ACY LTP Performance Plots
         Horizontal Accuracy vs. Time
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         Vertical Accuracies vs. Time
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10.2 ACY SLS-4000 Performance Plots

         Horizontal Accuracies vs. Time
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[image: image44.png]15
0
s
E
v
i
o
v
()
s
10
o000 200 a00 00 00 w0 200 400 de0  ieoo 2000 2200 000

me (UTC)




10.3 EWR Performance Plots

         Horizontal Accuracies vs. Time
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          Vertical Accuracies vs. Time
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10.4 Brazil Performance Plots

          Horizontal Accuracies vs. Time
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11. Research, Development, and Testing Activities
The GBAS T&E team is responsible for directing and supporting GBAS related R&D engineering activities. The team also is engaged in verifying the performance of experimental GBAS hardware and software configurations.  Any changes in configuration, or degradations in performance, are captured and rigorously analyzed. This section outlines GBAS engineering and testing activities for the reporting period, and they are presented in chronological order whenever possible.

11.1 International GBAS Working Group Held

The 12th International GBAS Working Group was held in at the FAA William J Hughes Technical Center in Atlantic City November 15th through the 18th.

11.2 Honeywell Integrated Navigation Radio (INR) Contract Phases and Status
The FAA signed a GBAS CAT III avionics development contract with Honeywell in August 2010 to provide an avionics receiver capable of Category IIIb ILS and GLS approaches and landings. This CAT III receiver is called the Integrated Navigation Radio (INR) and can perform CAT IIIb ILS/GLS approaches and landings, as well as VOR and Marker Beacon reception.

This CAT III avionics development will consist of two basic task areas. The first task area is for the delivery of three units and will serve as the baseline for CAT I performance testing. This level of flight testing will verify the INR receiver meets CAT I compliance. The second phase of the testing will consist of verification of the CAT III requirements implementation. This phase will be divided into three sections where particular aspects of CAT III functionality are loaded into the receiver. At each of these points additional flight testing will be required.

The total contract should last approximately two years with four flight test periods of two weeks each. 

11.1.3
INR Progress

Phase I of the avionics development contract calls for the implementation of 30-second pseudorange smoothing, use of a dual weighing matrix, and computation of a 30-second smoothed position solution and vertical and lateral DSIGMA values. The DSIGMA values are to be computed as described in MOPS section 2.3.9.3 and are defined as the difference in the lateral and vertical projections of the 30- and 100-second position solutions. During flight testing for this phase, INR data packet 0x5f will be collected. This packet includes 30- and 100-second smoothed differential position solutions and vertical and lateral DSIGMA values and is received at a 10Hz rate. The DSIGMA data will be plotted, and any instance in which either DSIGMA value exceeds the 2m threshold set forth in the MOPS (DO-253C) will be further analyzed to determine the cause. Possibilities would be an actual ionospheric event (unlikely), multipath, errors in the LTP ground pseudorange corrections, or processing errors on the part of the INR software. Any other anomalous behavior, such as data gaps or sudden changes in DSIGMA values that do not exceed the 2m threshold will also be noted.

Phase I Results - 

During 63 approaches flown over 2 weeks, 1 instance of DVERT exceeding 2m has been observed by both INR’s. The ground monitor data shows a smaller outlier in DSIGMA at the same time. The approach was to LTP, and the next steps are to analyze DL-4 replay data to compare it to INR values. Other airborne DSIGMA values from flight testing are nearly all below 1m, and heavily concentrated under 0.5m. 

The type 11 Message decoding, 30-second pseudorange smoothing, dual solutions, and DSIGMA have all been implemented in the INR. There was no excessive triggering of the DSIGMA monitor during nominal conditions. Analysis is ongoing in terms of DL-4 Replay and in investigating the high DSIGMA incidence.
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Figure 9: DVERT Exceedance
Phase II includes the implementation of CCD filtering, fault detection for satellite addition, RAIM, B-value monitoring, and the differential correction magnitude check.  Specific values to be collected during flight testing for this phase are to be determined.

Phase III flight testing will verify the functionality of the VDB authentication protocols as described in MOPS section 2.3.7.3.  Since the LTP does not currently broadcast Type 2 messages in the first slot as indicated by these protocols, the LTP can be used to verify that the INR rejects this data as it should.  The ACY SLS system can be tuned to in order to verify that a system with ground VDB protocols implemented correctly will be accepted by the INR.

11.3 EWR Field Testing
A Newark/RFI Working Group was formed in May 2010 to evaluate and present possible solutions for the Newark GPS RFI problems. During this quarter, RR2 has been increased and decreased in height and azimuth to test any negative suppression and local blockages. About 500ft of half inch mesh will then be added to the AOA fence between RR2 and the New Jersey Turnpike. In addition to RR2’s modifications, RR1 is also being relocated approximately 500m south of its current location, as seen in Figure 10.
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Figure 10: EWR Field Test Proposal
11.4 Ionosphere Testing

Introduction:

Large spatial variation in Ionospheric delay of Global Positioning Systems (GPS) signals occurs during severe Ionosphere storms. A threat model was developed to access and search for the maximum error possible. This allows GBAS to provide the appropriate corrections to an aircraft should an Ionosphere wave front (modeled as a spatially linear semi-infinite wedge parameterized by the gradient or “slope” of the ramp and its width moving with a constant speed) overtake that aircraft while on precision approach, even under the most detrimental conditions.

The current threat model for the Continental United States (CONUS) was derived by processing data corrected from local clusters of Continuously Operating Reference Stations (CORS) and Wide Area Augmentation System (WAAS) reference stations. It is important to note that WAAS provides Ionospheric Vertical Delays and Grid Ionospheric Vertical Errors (GIVEs) at geographically fixed Ionospheric Grid Points (IGPs). This threat model was used for safety assessment and System Design Approval (SDA) of the Honeywell SLS-4000 LGF by the Federal Aviation Administration for use in CONUS.

The bounds of the threat model (Table 4) were determined by processing the worst anomalous days during the last solar maximum in 2000-2003. Continued monitoring of the Ionosphere to ensure gradients larger then those included in the threat model are not present is imperative to GBAS operation, as we are now approaching the next solar maximum (11 year cycle). From 2011-2014, we expect to see an increase in solar activity, which may include but is not limited to Coronal Mass Ejections (CMEs) and Solar Flares. In fact, recent study has revealed strong Ionospheric activity taking place on days 297 and 298 (October 24th and 25th) of this year (2011). This Ionospheric storm was widespread throughout the CONUS region and temporary disrupted WAAS users from 22:00 UTC on October 24th until 7:00 UTC on October 25th.
	Max. Front Slope

(mm/km)
	Low elevation (<15°)
	375

	
	Medium elevation (15°<el<65°)
	375+50(el-15)/50

	
	High elevation (>65°)
	425

	Front width (km)
	25 – 200

	Front speed (m/s)
	0 – 750

	Max. differential delay (m)
	50


Table 4: Parameters for CONUS Threat Model
Scope of Work:

The tool/software package being used to validate Ionospheric data is identified as the Long-Term Ionosphere Anomaly Monitor (LTIAM) and was originally developed by Professor Jiyun Lee of the Korean Advance Institute of Science and Technology (KAIST). The LTIAM consists of MATLAB code that will detect and report Ionospheric anomalies with data collected from NOAA, CORS, & WAAS in order to further populate the threat model, evaluate its validity over the life cycle of the system, and to continuously update the threat model if necessary.

To that end, it is necessary to evaluate Ionospheric data daily through the LTAIM. The tool is capable of providing plots based on the following:

· Ionosphere Slant Delay: Estimation of GPS error caused by the Ionosphere between the CORS receiver and the SV.

· Slope: Difference of Slant Ionosphere Delay between two CORS receivers divided by the baseline separation distance between the two. GBAS supports a baseline separation distance of < 100 km between two CORS receivers.

· Elevation Angle: Tracking of associated PRN elevation angle across sky during a 24-hour time block.

Because of the extreme computational time to evaluate a single day’s worth of data (48-72 hours, due to automated processing of all existing CORS stations included those that have been decommissioned) we have identified steps to reduce the time necessary to compute data with the eventual goal being a completely automated solution.

As a first step, we have elected to only evaluate a small subset of CORS stations from what we are currently evaluating (from over 1000 CORS stations to about 200). That should allow us to reduce our computation time to something much more manageable. Currently, we are working to systematically formulate the selection criteria for the included CORS stations, by selecting only those with good siting, high update rates, geographically diverse, and those clustered around WAAS stations (WAAS stations being highly reliable and well sited). To illustrate the impact of filtering the CORS stations as such, we have included Google Earth maps of the United States region showing the total number of CORS stations being processed before and after the selection filtering (by update rate) in Figure 9 and Figure 10 respectively. We plan to filter these potential CORS site candidates (Figure 10) even further by examining each receiver’s daily GPS measurement accuracy, this will allow us to select CORS stations based on daily performances.

Once we have selected the best performing/most reliable CORS stations, based on the selection criteria as documented above, the MATLAB source code for the LTIAM will be modified to process data only from these selected candidate sites rather than all existing CORS stations. We feel that this will greatly reduce the processing time down to a reasonable level as well as provide us with the most accurate subset of data that can be achieved through the CORS network.
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Figure 11: Google Earth Map showing all operational CORS stations in the United States Region before Filtering
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Figure 12: Google Earth Map showing operational CORS stations in the United States Region after Filtering

(White: 1 second, Blue: 5 second, Green: 15 second, Red: 30 second - update rate)
12. Glossary of Terms



—A—
ACY
Atlantic City International Airport
2

AOA
Air Operations Area
2, 15

—B—
B-value
An estimation of the pseudorange error
21

—C—
CDI
Course Deviation Indicator
13

CMC
Code Minus Carrier
5

CPU
Central Processing Unit
11

—G—
GPS
Global Positioning System
5

—H—
HDOP
Horizontal Dilution of Precision
21

—I—
IMLA
Integrated Multi-Path Limiting Antenna
8

—L—
LAAS
Local Area Augmentation System
2

LPAR
LAAS Performance Analysis Report
2

LT
LAAS Test
12

LTP
LAAS Test Prototype
2

—M—
MASPS
Minimum Aviation System Performance Standards
20

MI
Misleading Information
20

—N—
NANU
NavStar User
8

—O—
OU
Ohio University
11

—P—
PRC
Pseudorange Correction
6

PT
Performance Type
20

—R—
R&D
Research and Development
2

RF
Radio Frequency
13

RR
Reference Receiver
5

RRA
Reference Receiver Antenna
6

—S—
SPS
Standard Positioning Service
20

SV
Satellite Vehicle
5

—T—
T&E
Test and Evaluation
2

TEC
Total Electron Count
21

TOA
Time Of Arrival
13

—V—
VDB
VHF Data Broadcast
6

VDOP
Vertical Dilution of Precision
21

VHF
Very High Frequency
6

VTU
VDB Transmitter Unit
6
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� CMC – For in-depth explanation on this method refer to ION Navigation Journal, Winter 94/95, volume 41, Number 4, page 415, “Isolation of GPS Multi-Path and Receiver Tracking Errors” (Braasch).





PAGE  
54

[image: image58.jpg]C/No (dB)

LTP 1st Ref--L2 C/No vs. Elevation--12/15/2011--Az:0 to360
50 -

10 I Il Il I Il
0 10 20 30 40 50 60 70 80 90
Elevation (deg)




[image: image59.jpg]C/No (dB)

LTP 1st Ref--L1 C/No vs. Elevation--12/15/2011--Az:0 to360

w
o

w
=]
T

IN]
o
T

151

Il Il I Il | I
10 20 30 40 50 60 70 80 90
Elevation (deg)




[image: image60.jpg]4500

4000

3500

3000

IN]
a
=3
S

IN)
=3
S
S

Number of Samples

1500

1000

500

LTP 1st Ref--Number of Samples vs. Elevation Bin--12/15/2011--Az:0 to360

Il Il I Il | I
40 50 60 70 80 90
Elevation Bin (degrees)

10 20 30



[image: image61.jpg]LTP 1st Ref--Error Characterization Plot--12/15/2011--Az:0 to360

A-2m
>.3m

0 20 40 60 80 100120 140 160 180 200 220 240 260 280 300 320 340 360

Azimuth (deg)



[image: image62.jpg](meters)

0.4

0.35

03

0.25

=]
)

=
o

o

0.05

LTP 1st Ref--CMC Mean and Sigma vs Elevation Bin--12/15/2011--Az:0 to360

—e— mean
L —=— std
C-curve M=1

I i 1 Il Il I Il | I
10 20 30 40 50 60 70 80 90
Elevation Bin (degrees)




[image: image63.jpg]Elevation (deg)

90
85
80
75
70
65
60
55
50
45
40
35
30
25
20
15
10

5

LTP 1st Ref--Error Characterization Plot--10/18/2011--Az:0 to360

1 o
FEs

"ir/z

0
0 20 40 60 80 100 120 140 160 180 200 220 240 260 280 300 320 340 360

Azimuth (deg)

0-1m
A-2m
.2-3m
>.3m




[image: image64.jpg]4500

4000

3500

3000

IN]
a
=3
S

IN)
=3
S
S

Number of Samples

1500

1000

500

LTP 1st Ref--Number of Samples vs. Elevation Bin--10/18/2011--Az:0 to360

Il Il I Il |
40 50 60 70 80
Elevation Bin (degrees)

10 20 30

90



[image: image65.jpg](meters)

0.4

0.35

03

0.25

=]
)

=
o

o

0.05

LTP 1st Ref--CMC Mean and Sigma vs Elevation Bin--10/18/2011--Az:0 to360

—e— mean
—=— std
C-curve M=1

10 20 30

Il Il I Il | I
40 50 60 70 80 90
Elevation Bin (degrees)




[image: image66.jpg]Number of Samples

18000

16000

14000

12000

10000

8000

6000

4000

2000

LTP 1st Ref--Number of Samples vs. Elevation Bin--11/03/2011--Az:0 to360

10 20 30

i
40 50 70 80 90

Elevation Bin (degrees)

60



[image: image67.jpg]LTP 1st Ref--Error Characterization Plot--11/03/2011--Az:0 to360

0-1m

A-2m

.2-3m
© >3m

i i IS S | TS S | j
0 20 40 60 80 100120 140 160 180 200 220 240 260 280 300 320 340 360

I i
o 0 o

(63p) uoners|a

0

Azimuth (deg)



[image: image68.jpg](meters)

LTP 1st Ref--CMC Mean and Sigma vs Elevation Bin--11/03/2011--Az:0 to360
04r

—e— mean
035+ —=— std
C-curve M=1

031

025

0.2

0.15

0.1

0.05

&
o
T

0.2 i I i i I i i i i
0 10 20 30 40 50 60 70 80 90

Elevation Bin (degrees)



[image: image69.jpg]LTP 1st Ref--Smooth CMC vs. GPS Time--10/18/2011--Az:0 to360

oy

e on

A

3.1

22

06

0.4

0.2

i
]
<

(W) oW

04}

-0.8

x10°

Time (gps sow)



[image: image70.jpg]CMC (m)

LTP 1st Ref--Smooth CMC vs. Elevation--10/18/2011--Az:0 to360

1 i i i i
20 30 40 50 60 70 80

90

0 10
Elevation (deg)



[image: image71.jpg]LTP 1st Ref--L2 C/No vs. GPS Time--10/18/2011--Az:0 to360

o

U IR RN

A

LRI o
R
PRI

S

Zpreee viev ooe e

45

i
[=
<

@
(gp) oN/O

20+

151

10

32
x10°

3.1

24 2:5 26 27 28 29
Time (gps sow)

23

22



[image: image72.jpg]LTP 1st Ref--L1 C/No vs. GPS Time--10/18/2011--Az:0 to360

I
32
x10°

1 Il I I Il
2.5 26 27 28 29
Time (gps sow)

i
24

i
23

3.1




[image: image73.jpg]C/No (dB)

50

45

15

RN £

2B

LTP 1st Ref--L2 C/No vs. Elevation--10/18/2011--Az:0 to360

10
0

Il
10 20 30 40 50 60 70 80 90
Elevation (deg)



[image: image74.jpg]C/No (dB)

LTP 1st Ref--L1 C/No vs. Elevation--10/18/2011--Az:0 to360

50 -

w
o

w
=]
T

IN]
o
T

151

Il Il I Il | I
10 20 30 40 50 60 70 80 90
Elevation (deg)




[image: image75.jpg]LTP 1st Ref--Smooth CMC vs. GPS Time--11/03/2011--Az:0 to360

mossene ve 3 os se0 dut - X TR

Pvevy §
O e XL e gid e

oo o a1

- de ot 0

ES Y e

Y LR IR R AR R

< i O

Il Il
! = o <
S S 9

(W) oW

46 48
x10°

44

42

3.4 3.6 3.8

3.2

Time (gps sow)



[image: image76.jpg]CMC (m)

0.8

0.6

0.4

0.2

LTP 1st Ref--Smooth CMC vs. Elevation--11/03/2011--Az:0 to360

Il
10 20 30 40 50 60 70 80 90
Elevation (deg)



[image: image77.jpg]LTP 1st Ref--L2 C/No vs. GPS Time--11/03/2011--Az:0 to360

axdsa L

..
; ,i.w}.....;

2 .. fh %,

i Qo‘ ot
QW o pee oo

L

.9.2 .?».. e

Mg s ot =
RS

45

i
o
@

(gp) oN/O

46 48
x10°

44

42

3.4 3.6 3.8

3.2

Time (gps sow)



[image: image78.jpg]LTP 1st Ref--L1 C/No vs. GPS Time--11/03/2011--Az:0 to360

48

(gp) oN/O

x10°

Time (gps sow)



[image: image79.jpg]C/No (dB)

LTP 1st Ref--L2 C/No vs. Elevation--11/03/2011--Az:0 to360

45

w
o

W
=]

IN]
o

10 !
0 10 20 30 40 50 60 70 80 90

Elevation (deg)



[image: image80.jpg]C/No (dB)

LTP 1st Ref--L1 C/No vs. Elevation--11/03/2011--Az:0 to360

w
o

w
=]
T

IN]
o
T

151

Il Il I Il | I
10 20 30 40 50 60 70 80 90
Elevation (deg)




[image: image81.jpg]% .; 48
ield Tes} Proposal — 7460

Subrytted 3I3OITWAA)

N

_RR1New South (Test)



[image: image82.jpg]DSIGMA (m)

10

110111AM INR1 DATA ~ DSIGMA VALUES

+ DSIGMAat
+ DSIGMAvert

222 224 226 228 23

GPS TOW in SECONDS i



[image: image83.jpg]10

110111AM INRO DATA ~ DSIGMA VALUES

+ DSIGMAat
+ DSIGMAvert

[

222 224 226 28 23

GPS TOW in SECONDS e



[image: image84.jpg]


[image: image85.jpg]


